
E. Formenti (Ed.): AUTOMATA and JAC 2012 conferences
EPTCS 90, 2012, pp. 97–109, doi:10.4204/EPTCS.90.8

This work is licensed under the
Creative Commons Attribution License.

Entry times in automata with simple defect dynamics.

Benjamin Hellouin de Menibus Mathieu Sablik
Laboratoire d’Analyse, Topologie, Probabilités (LATP)

Université d’Aix-Marseille
Marseille, France

benjamin.hellouin@gmail.com sablik@latp.univ-mrs.fr

In this paper, we consider a simple cellular automaton with two particles of different speeds that an-
nihilate on contact. Following a previous work by Kůrka et al., we study the asymptotic distribution,
starting from a random configuration, of the waiting time before a particle crosses the central column
after time n. Drawing a parallel between the behaviour of this automata on a random initial configu-
ration and a certain random walk, we approximate this walk using a Brownian motion, and we obtain
explicit results for a wide class of initial measures and other automata with similar dynamics.

1 Introduction

Self-organization in cellular automata is the emergence of structures when one iterates a cellular automa-
ton on a random initial configuration. For some cellular automata, self-organization takes the form of
the emergence and the persistence of homogeneous regions separated by boundaries which propagate
and sometimes collide over time like particles. These particles and their dynamics under the action of
the CA have been studied empirically ([1], [3]), and Pivato proposed a general formalism to describe
this phenomenon [11]. Under some assumptions on the dynamics of particles, it is possible to get in-
formation on the asymptotic behaviour of the automaton. See for example [2], [7], or [4], where we
proved the following: when particles have constant speeds and destructive interactions, and under some
assumptions on the initial measure, the probability for particles to appear in a central cylinder tends to 0
as time tends to infinity except possibly for one particular speed.

For some automata with simple dynamics, this kind of results can be refined with a quantitative ap-
proach: that is, to determine the asymptotic distribution of some random variable related to the particles.
In [5], Kůrka, Formenti and Dennunzio considered Tn(a), the entry time after time n on an initial con-
figuration a, which is the waiting time before a particle appears in a given position after time n. They
restricted their study to a gliders automaton, which is a cellular automaton on 3 states: a background state
and two particles evolving at speeds 0 and -1 that annihilate on contact. Thus, we have one entry time
for each type of particle (T+

n (a) and T−n (a)). When the initial configuration is drawn according to the
Bernoulli measure of parameters (1

2 ,0,
1
2), which means that each cell contains, independently, a particle

of each type with probability 1
2 , they proved that

∀x ∈ R+, µ

(
T−n (a)

n
≤ x
)
−→
n→∞

2
π

arctan
√

x.

They also called to develop formal tools in order to be able to handle more complex automata, starting
with the (−1,1) symmetric case.
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(−1,0)-gliders automaton 3-state cyclic automaton

Traffic automaton (Wolfram rule #184) One-sided captive automaton

Figure 1: Some automata with simple defect dynamics.
In all diagrams, time goes from bottom to top.

In section 3, we extend in some sense this result to allow arbitrary values for the speeds v− and v+,
and relax the conditions on the initial measure to some α-mixing conditions. Then, when v− < 0 and
v+ ≥ 0, we have:

∀x ∈ R+, µ

(
T−n (a)

n
≤ x
)
−→
n→∞

2
π

arctan
(√

−v−x
v+− v−+ v+x

)
,

and symetrically if we exchange + and −. The proof relies on the fact that the behaviour of gliders
automata can be characterized by some random walk process; his general idea was introduced by Kůrka
& Maass in [6] and was already used in [5]. In our case, a particle appearing in a position corresponds
to a minima between two concurrent random walks. Under α-mixing conditions, we rescale this process
and approximate it with a Brownian motion. Thus we obtain the explicit asymptotic distribution of entry
times.

Furthermore, this result can be extended to other automata with similar behaviour, such as those in
Fig. 1, by factorizing them onto a gliders automaton. This point is discussed in section 4.

2 Definitions

2.1 Cellular automata

Let A be a finite alphabet. We consider the spaces A ∗ = ∪n∈NA [0,n] of finite words and A Z of bi-
infinite configurations. We note |u| the length of any word u. For a ∈ A Z, define its subwords
a[x,y] = ux . . .uy ∈ A y−x+1 for x,y ∈ Z. A Z is compact in the product topology, and the cylinders
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[u]m = {a ∈ A Z : a[m,m+|u|−1] = u} for u ∈ A ∗ and m ∈ Z are clopen sets and form a base for this
topology.

The shift function σ : A Z→A Z is defined by (σ(a))v = av+1 for all a ∈A Z and v ∈ Z. A cellular
automaton or CA is a continuous function F : A Z → A Z which commutes with σ . Equivalently, F
is a CA iff there exists a local rule f : A U→ A , where U is a neighbourhood of the origin, such that
F(a)z = f (az+U). We study the action of F on A Z, and especially the sequence (Fn(a))n∈N for some
initial configuration a. For a (partial) graphical representation, we associate a color with each state and
represent some finite window of (Fn(a)k)k∈Z,n∈N (the space-time diagram).

Definition 1 Let v−,v+ ∈ Z such that v− < v+. The (v−,v+)-gliders automaton (or GA) is the CA of
neigbourhood [−|v+|,−|v−|] defined on the alphabet A = {−1,0,+1} by the local rule:

f (a−r . . .ar) =


+1 if a−v+ =+1 and ∀N ≤−v−,∑N

t=−v++1 at ≥ 0
−1 if a−v− =−1 and ∀N ≥−v+,∑

−v−−1
t=N at ≤ 0

0 otherwise.

In the space-time diagrams of gliders automata, we adopt the convention �= 0,�=+1,�=−1.

Figure 2: Space-time diagram of the (−1,1)-gliders automaton on a random initial configuration.

2.2 Measures on A Z

Let A be a finite alphabet. We define M (A Z) the set of probability measures on the borelians of A Z. In
all the following, we write ∀µa for “for µ-almost all a”.

Definition 2 Let π : A Z→BZ a measurable application. It induces an action π∗ : M (A Z)→M (BZ)
by defining π∗µ(U) = µ(π−1U) for any borelian U. We write πµ instead of π∗µ to simplify notations.

σ -action: We note Mσ (A Z) the σ -invariant probability measures on the borelians of A Z, i.e.
the measures such that σ µ = µ . In this case we note µ([u]) for µ([u]0). For any k ∈ Z, let γk be the
projection γk(a) = ak. By σ -invariance, if a is drawn according to µ , then (ak)k∈Z is a sequence of sta-
tionary, non necessarily independent random variables, each drawn according to γ0µ .

Examples:
Dirac measure Let a ∈ A Z be a periodic configuration of minimal period n. We define δa(U) = k

n ,
where k =

∣∣{0≤ i≤ n−1 : σ i(a) ∈U}
∣∣.
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Bernoulli measure Let (pa)a∈A be a sequence satisfying ∑a∈A pa = 1. Then, define µ as µ([u]) =
pu0 pu1 · · · pu|u|−1 .

2-step Markov measure Let (pi j)i, j∈A be a matrix satisfying ∑ j pi j = 1 for all i, and let (µi) an eigen-
vector associated with the eigenvalue 1 (which is unique if the matrix is irreducible). The asso-
ciated Markov measure is defined as µ([u]) = µu0 pu0u1 · · · pu|u|−2u|u|−1 . Define similarly an n-step
Markov measure.

We introduce the notion of α-mixing for a measure µ ∈Mσ (A Z). Let R+∞
n , resp. R0

−∞, be the
σ -algebra generated by the cylinders {[u]n | u ∈ A ∗}, resp. {[u]−k | k ∈ N,u ∈ A k}. The α-mixing
coefficients of µ are

αµ(n) = sup{|µ(A∩B)−µ(A)µ(B)| : A ∈R0
−∞,B ∈R∞

n }

F-action: Consider the sequence (Fkµ)k∈N. Putting on Mσ (A Z) the weak-* topology, we consider
the set of limit points ΓF(µ) of this sequence.

The µ-limit set ΛF(µ) =
⋃

ν∈ΓF (µ) supp(ν) is of particular interest for self-organization, as dis-
cussed in [6]. Indeed, consider words that appear arbitrarily far in space-time diagrams, i.e., such that
Fnµ([u]) 6→ 0 (µ-persistent words). Then, one can show that a configuration appears in the µ-limit set
iff all its subwords are µ-persistent.

In all the following, A = {−1,0,1}. We consider two particular subclasses of Mσ (A Z):

• Ber the set of Bernoulli measures of parameters (p,1−2p, p) for some 0 < p≤ 1
2 ;

• M ix the set of measures satisfying:

– E(γ0µ) = 0;
– σ2

µ = E(γ0µ2)+∑
∞
k=1E(γ0µ · γkµ)> 0 (asymptotic variance);

– ∃ε > 0,∑n≥0 αµ(n)
1
2−ε < ∞.

In particular, Ber ⊂M ix. The hypotheses for M ix are chosen so that the large-scale behaviour of
the partial sums Ma(k), defined by Ma(0) = 0 and ∀k ∈ Z,Ma(k+1)−Ma(k) = ak, can be approximated
by a Brownian motion. This invariance principle is the core of our proofs.

Definition 3 A Brownian motion (or Wiener process) B of mean µ and variance σ2 is a a continuous
time stochastic process taking values in R such that:

– B(0) = 0,

– t 7→ B(t) is almost surely continuous,

– B(t2)−B(t1) follow the normal law of mean 0 and variance (t2− t1)σ2;

– For t1 < t2 ≤ t ′1 < t ′2, increments B(t2)−B(t1) and B(t ′2)−B(t ′1) are independent.

See [10] for a general introduction to Brownian motion.

Theorem 1 ([12]) Let µ ∈M ix. Then, σ2
µ < ∞ and it is possible to construct a sequence (Zi)i∈Z of

centered Gaussian variables of variance σ2
µ such that

∀α > 0,∀µa ∈A Z, sup
−n≤k≤n

∣∣∣∣∣Ma(k)−
k

∑
i=0

Zi

∣∣∣∣∣= o
(

n1/2
)
.
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T−n (a)

n
a

Figure 3: An entry time for the (-3,1)-gliders automaton.

In other words, if we rescale the process:

Sa :
R→ R
t 7→ (t−|t|)Ma(|t|)+(|t|+1− t)Ma(|t|+1)

and Sk
a : t 7→ Sa(kt)√

k
.

Then, if x < y ∈ R are any fixed constants, we can construct a Brownian process Ba of parameters
(0,σ > 0) on [x,y] such that:

∀µa ∈A Z,sup
[x,y]

∣∣Sn
a(t)−Ba(t)

∣∣−→
n→∞

0

For a survey of invariant principles under different assumptions, see [9].

3 Main result

3.1 Entry times

The main result of [4] implies that, for any σ -ergodic initial measure µ (this includes Bernoulli and
2-step Markov measures; see op.cit. for exact definitions), ΛF(µ) contains at most one kind of particle,
which one depending on whether µ([+1])> µ([−1]) or the opposite. If µ([+1]) = µ([−1]), for example
when µ ∈M ix, ΛF(µ) only contains the particleless configuration. This implies that Fnµ converges to
the Dirac measure on this configuration, which means that the probability of seeing a particle in any
given column tends to 0 as t→ ∞.

Definition 4 (Entry times) Let v− < 0≤ v+ ∈ Z and a ∈A Z. We define:

T−n (a) = min{k ∈ N | ∃i ∈ [0, |v−|−1],Fk+n(a)i =−1},

with T−n (a) =∞ if this set is empty. This is the entry time of a into the set {b∈A Z | ∃i∈ [0, |v−|−1],bi =
−1} after time n at position 0. We define T+

n (a) in a similar manner.

The size of the considered window is such that any particle “passing through” the position 0 will
appear in this window exactly once (see Fig. 3). Of course entry times for particles of speed 0 make no
sense. From now on, we will only consider T− for simplicity, all the results being valid for T+.

As a direct consequence of Birkhoff’s ergodic theorem, we see that when µ([−1])> µ([+1]):
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• µ(T+
n (a) = ∞)−→

n→∞
1;

• µ

(
T−n (a)

n ≤ x
)
−→
n→∞

1.

Kurka & al. proved the following result:

Theorem 2 (cf. [5]) For the (−1,0)-GA (“Asymmetric gliders”), if the initial measure µ is the Bernoulli
one of parameters (1

2 ,0,
1
2), then we have asymptotically:

∀x ∈ R+, µ

(
T−n (a)

n
≤ x
)
−→
n→∞

2
π

arctan
√

x.

In the same article, they conjectured that this result could be extended to any initial Bernoulli measure of
parameters (p,1−2p, p) by replacing the right-hand term by 2

π
arctan

√
2px.

Theorem 3 (Main result) For any (v−,v+)-GA with v− < 0 and v+ ≥ 0, with the initial measure µ ∈
M ix, we have asymptotically:

∀x ∈ R+, µ

(
T−n (a)

n
≤ x
)
−→
n→∞

2
π

arctan
(√

−v−x
v+− v−+ v+x

)
.

Notice that this limit is independent of the variance of π0µ , disproving the conjecture when µ ∈Ber.

3.2 Technical lemmas

Lemma 1 ∀ j ∈ Z,∀n≥ 1,

MF(a)( j)< min
{ j+1,..., j+n}

MF(a)⇔Ma( j− v+)< min
{ j+1−v+,..., j+n−v−}

Ma,

MF(a)( j)< min
{ j−n,..., j−1}

MF(a)⇔Ma( j− v−)< min
{ j−n−v+,..., j−1−v−}

Ma.

and those inequalities still hold if we replace < by ≤.

Proof. We prove those four inequalities by induction on n. At each step, we will prove only the first
inequality with <, the other cases being symmetric.

Base case.

MF(a)( j)< MF(a)( j+1)⇔ F(a) j =+1

⇔ a j−v+ =+1 and ∀N ≤−v−,
N

∑
t=−v++1

a j+t ≥ 0

⇔Ma( j− v+)< min
{ j+1−v+,..., j+1−v−}

Ma

Induction. Assume the four inequalities hold for some n. We distinguish two cases:

• if F(a) j 6= 1, then a j−v+ 6=+1, or a j−v+ =+1 and ∃N ≤ v−,∑
j+N
t= j−v+ at < 0. In any case,

MF(a)( j)≥ min
{ j+1,..., j+n+1}

MF(a) and Ma( j− v+)≥ min
{ j+1−v+,..., j+n−v−}

Ma

and so the inequality holds.
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Sa

j− k+1 j+ k

a

k

j

Fk(a) j

Figure 4: Illustration of lemma 2. A strict minimum is reached on j− k+1.

• if F(a) j = 1, then a j−v+ = 1. We again distinguish two cases:

– If MF(a)( j+ 1) ≤ min
{ j+2,..., j+n+1}

MF(a), then Ma( j− v++ 1) ≤ min
{ j−v++2,..., j+n−v−+1}

Ma by in-

duction hypothesis, and since MF(a)( j) = MF(a)( j+ 1)− 1 and Ma( j− v+) = Ma( j− v++
1)−1, the inequality holds.

– Otherwise, MF(a)( j+1)> min
{ j+2,..., j+n+1}

MF(a) and Ma( j−v++1)> min
{ j+2−v+,..., j+n−v−}

Ma by

induction hypothesis, and the inequality holds for the same reason. �

Lemma 2 ∀ j ∈ Z,∀k ≥ 0,

Fk(a) j =−1⇔Ma( j− v−k+1)< min
{ j−v+k,..., j−v−k}

Ma

Fk(a) j =+1⇔Ma( j− v+k)< min
{ j−v+k+1,..., j−v−k+1}

Ma

This is illustrated in Fig. 4, where Ma is replaced by its piecewise affine interpolation Sa.

Proof. By induction on k, proving only the first equality at each step:

Base case. Obviously, Ma( j+1)< Ma( j)⇔ a j =−1.

Induction. Now suppose those equalities hold for a given rank k. By induction hypothesis, Fk+1(a) j =
−1⇔MF(a)( j− v−k+1)< min

{ j−v+k,..., j−v−k}
MF(a) and we conclude by lemma 1. �
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3.3 Proof of the theorem

For any a ∈A Z, the lemma 2 on the column 0 gives:

T−n (a) = min
{

k ≥ 0 | ∃ j ∈ [0,−v−[ ,Ma(−v−(n+ k)+ j+1)< min
{−v+(n+k)+ j,...,−v−(n+k)− j}

Ma

}
= min

{
k ≥ 0 | ∃ j ∈ [0,−v−[ ,Ma(−v−(n+ k)+ j+1)< min

{−v+(n+k)+ j,...,−v−n}
Ma

}
We keep notations from Thm. 1: Sa is the piecewise affine interpolation of Ma and Sn

a is a rescaling of
Sa. Note that when the previous condition is attained on Ma(x), then it is attained for Sa(y) as soon as
y > x−1, and reciprocally. Thus:

T−n (a) = inf
{

t ≥ 0 | ∃ j ∈ [0,−v−[ ,Sa(−v−(n+ t)+ j+2)< min
[−v+(n+t)+ j+1,−v−n]

Sa

}
=

⌈
inf
{

t ≥ 0 | Sa(−v−(n+ t)+2)< min
[−v+(n+t)+1,−v−n]

Sa

}⌉
=

⌈
inf

{
t ≥ 0 | Sn

a

(
−v−

(
1+

2
n

)
+

1
n

)
< min

[−v+(1+ t
n )+

1
n ,−v−]

Sn
a

}⌉

=

⌈
n · inf

{
t ≥ 0 | Sn

a

(
−v−(1+ t)+

2
n

)
< min

[−v+(1+t)+ 1
n ,−v−]

Sn
a

}⌉

And finally, since Sn
a is
√

n-Lipschitz and ∀x,n ∈ R×N, x≤ dnxe
n ≤ x+ 1

n :

µ

(
min

[−v−,−v−(1+x)]
Sn

a +
3√
n
< min

[−v+(1+x),−v−]
Sn

a

)
≤ µ

(
T−n (a)

n
≤ x
)

µ

(
T−n (a)

n
≤ x
)
≤ µ

(
min

[−v−,−v−(1+x)]
Sn

a−
4√
n
< min

[−v+(1+x),−v−]
Sn

a

)
(1)

Using Thm. 1, we can construct a Brownian motion Ba such that Sn
a → Ba for the ||.||∞ norm on

L∞([−v+(1+ x),−v−(1+ x)]). By symmetry, Bl
a(t) = Ba(−v−− t)−Ba(−v−) and Br

a(t) = Ba(−v−+
t)−Ba(−v−) are two independent Brownian motion satisfying Bl

a(0) = Br
a(0) = 0. Consequently, for

any ε > 0 and n large enough:

µ

(
min

[−v−,−v−(1+x)]
Sn

a− ε < min
[−v+(1+x),−v−]

Sn
a

)
≤ µ

(
min

[−v−,−v−(1+x)]
Ba−2ε < min

[−v+(1+x),−v−]
Ba

)
≤ µ

(
min

[0,−v−x]
Bl

a−2ε < min
[0,−v−+v+(1+x)]

Br
a

)
(2)

and similarly for the left-hand term of (1). For a brownian motion B and any b > 0, we have by

rescaling µ

(
min
[0,b]

B≥ m
)
= µ

(
min
[0,1]

B≥ m√
b

)
. Furthermore, since Bl

a and Br
a are independent, so are

min
[0,1]

Bl
a and min

[0,1]
Br

a. That means that for any y,z > 0:
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µ

(
min
[0,y]

Bl
a < min

[0,z]
Br

a

)
=
∫ 0

−∞

∫ 0

−∞

1{√y·m1≤
√

z·m2}dP{minBr
a}(m2)dP{minBl

a}(m1)

=
(i)

4
2π

∫ 0

−∞

∫ √
z·m2√

y

−∞

e
−m2

1
2 e

−m2
2

2 dm1dm2

=
(ii)

2
π

∫
π+arctan(

√ y
z )

π

∫ +∞

0
re
−r2

2 drdθ

=
2
π

arctan
(√

y
z

)
(3)

(i) by using the law of the minimum of a Brownian motion (see [10]), (ii) by passing in polar vari-
ables. For ε > 0, a similar calculation gives:

∣∣∣∣µ(min
[0,y]

Bl
a−2ε < min

[0,z]
Br

a

)
−µ

(
min
[0,y]

Bl
a < min

[0,z]
Br

a

)∣∣∣∣≤ 4
2π

∫ 0

−∞

∫ √
z·m2+2ε√

y
√

z·m2√
y

e
−m2

1
2 e

−m2
2

2 dm1dm2

≤ 8ε

2π
√

y

∫ 0

−∞

e
−ym2

2
2z e

−m2
2

2 dm2

−→
ε→0

0 (4)

And similarly for the left-hand term. Combining (1), (2), (3) and (4), the theorem follows. �

4 Extension to other automata

Definition 5 Let F1,F2 be two CA on A Z and BZ, respectively. We say that F1 factorizes onto F2 if
there exists a factor π : A Z→BZ, i.e. a continuous transformation that commutes with σ , such that
π ◦F1 = F2 ◦π .

Similarly to a CA, a factor is entirely defined by a neighbourhood U and a local rule p : A U→B.
See [8] for a description of the role of factors in symbolic dynamics.

In this section, we will extend the Thm. 3 to automata that factorize onto a gliders automaton, starting
by showing how to find such a factor. In the examples given in Fig. 1, a similar behaviour is observed:
starting from a random configuration, strips constituted of periodic patterns appear and persist, and the
boundaries between these strips behave as particles of constant speed. Intuitively, these automata exhibit
the same behaviour as a gliders automaton, if we see the regular patterns as the background and the
boundaries as particles.

Definition 6 Let A a finite alphabet. A subshift of finite type (SFT) Σ⊂A Z is a set of configurations
defined by a set of finite forbidden patterns U ⊂A r, where r > 0 is the order of the SFT. Precisely,

a ∈ Σ⇔∀i ∈ Z,a[i,i+r−1] 6∈U.
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The set of defects of a ∈ A Z with regard to Σ is DΣ(a) = {i ∈ Z : a[i,i+r−1] ∈U}. Even when Σ is
F-invariant (which means that the strips are persistent), there is no general relationship between defects
of a and defects of F(a). However, some automata have defects (relatively to some SFT, the choice
being usually obvious) behave as particles of constant speed with only two possible speeds v+ and v−;
in other words, we can separate the forbidden patterns into two sets U+ and U−, with corresponding
defects D+

Σ
(a) and D−

Σ
(a), and we have:

i ∈ D+
Σ
(F(a))⇔ i− v+ ∈ D+

Σ
(a)

and ∀N ≤−v−,
∣∣[−v++1,N]∩D+

Σ
(a)
∣∣≥ ∣∣[−v++1,N]∩D−

Σ
(a)
∣∣

i ∈ D−
Σ
(F(a))⇔ i− v− ∈ D−

Σ
(a)

and ∀N ≤−v−,
∣∣[N,−v−−1]∩D−

Σ
(a)
∣∣≥ ∣∣[N,−v−−1]∩D+

Σ
(a)
∣∣

That is, the defects behave as the particles of the gliders automaton. Now it is easy to see that such
an automaton factorizes onto the (v−,v+)-GA with the factor π : A Z→ {−1,0,1}Z of neighbourhood
[−r,r], where r is the order of Σ and π is defined by the local rule p : A r→{−1,0,1} defined as:

p(u) =


+1 if u ∈U+;
−1 if u ∈U−;
0 if u 6∈U.

→

Figure 5: Factor π: ��→� ��→� ��,��→�.

Example:

Traffic automaton: Let A = {0,1} and F be the CA of neighbourhood {−1,0,1} defined by the local
rule:

f (u−1,u0,u1) =


1 if u−1 = 1 and u0 = 0
1 if u0 = 1 and u1 = 1,
0 otherwise.

The behaviour of F can be observed in Fig. 5 with the convention 0 =�,1 =�. It is apparent that
the relevant SFT corresponds to the set of forbidden patterns U+ = {��},U− = {��} (“checker-
board SFT”) and the corresponding defects have the dynamics of a (−1,1)-GA. The induced factor
is indicated in Fig. 5.

In order to extend the Thm. 3 to such CA with initial measure µ , we must first ensure that πµ ∈M ix.

Proposition 1 Let π : A Z→A Z be a factor, µ ∈Mσ (A Z) and k > 0 any real such that ∑n≥0 αµ(n)k <
∞. Then, ∑n≥0 απµ(n)k < ∞.
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Proof. We keep the notations from the definition of αµ(n). Since π is continuous, there exists r > 0 such
that U ⊂ [−r,r] and π(a)k only depends on a[k−r,k+r]. Then, π−1R0

−∞ ⊂Rr
−∞ and π−1R∞

n ⊂R+∞
n−r. By

σ -invariance, we have for all n απ(µ)(n)< αµ(n−2r), and the theorem follows. �

This is true in particular if µ is a Bernoulli measure or a 2-step Markov measure associated with
a irreducible, aperiodic matrix. Hence, in that case, we only have to prove that µ weighs evenly the
sets of particles −1 and +1, and that the corresponding asymptotic variance is not zero. Under those
assumptions, we can extend the previous theorem with the forbidden patterns playing the role of the
particles.

Corollary 1 Let F be a CA on the alphabet A and µ ∈Mσ (A Z). Suppose that F factorizes onto a
(v−,v+)-GA via a factor π , defined on a neighbourhood [−r,r] by the local rule p, so that πµ ∈M ix.

Then, Thm. 3 holds if we replace “ak =−1” by “p(a[k,k+r−1]) =−1”, and similarly for +1.

Figure 6: The 3-state cyclic CA, a one-sided captive CA and the product CA.

Examples: (In all the following, we use the convention �= 0,�= 1,�= 2,�= 3.)

Traffic automaton: Consider the factor defined earlier. If µ is a measure such that πµ ∈M ix, then
Thm. 3 applies. For example, this is true for the 2-step Markov measure defined by the matrix(

p 1− p
1− p p

)
and the eigenvector

(
1/2
1/2

)
with p> 0. A particular case is the Bernoulli measure

of parameters (1
2 ,

1
2).

Cyclic automaton: Let A = Z/3Z and F the CA of neighbourhood {−1,0,1} defined by the local rule

f (u−1,u0,u1) =

{
u0 +1 if u−1 = u0 +1 or u1 = u0 +1,
u0 otherwise.

The relevant SFT is the SFT of order 2 obtained by forbidding U+ = {��,��,��}, U− be-
ing symmetric (“monochromatic SFT”). The corresponding defects obviously behave as parti-
cles of speed +1 or -1 and F factorizes onto the (−1,1)-GA. If µ is such that πµ ∈M ix, then
Thm. 3 applies. This is true in particular when µ is any 2-step Markov measure defined by a ma-
trix (pi j)1≤i, j≤3 satisfying p01 + p12 + p20 = p10 + p21 + p02, all of these values being > 0, with
(µi)1≤i≤3 its only eigenvector. This includes any nondegenerate Bernoulli measure.

One-sided captive automata: Let F be a CA of neighbourhood {0,1} on any alphabet, such that f (u−1,u0)∈
{u−1,u0}. We consider the monochromatic SFT, that is, the SFT of order 2 obtained by forbidding
words with two different letters. For a 6= b ∈ A , if f (a,b) = a, we consider that ab ∈U+; oth-
erwise, ab ∈U−. In this way, F factorizes onto the (−1,0)-GA, and if πµ ∈M ix, then Thm. 3
applies.
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Notice that this class of automata contain the identity (∀a,b, f (a,b)= b) and the shift σ (∀a,b, f (a,b)=
a). However, since we have in each case U+ = /0 or U− = /0, it is impossible to find a measure that
weighs evenly each kind of particle, and so πµ cannot belong in M ix.

Counter-example:

Product automaton: Let A = Z/2Z and F be the CA of neighbourhood {−1,0,1} defined by the
local rule f (a−1,a0,a1) = a−1 · a0 · a1. The relevant SFT corresponds to the forbidden patterns
U+ = {��},U− = {��}. Then, F factorizes onto the (−1,1)-GA. If µ is a Bernoulli measure,
then πµ satisfies all conditions of M ix except that σµ = 0; indeed, we can check that for πµ-
almost all configurations, the particles +1 and −1 altern. Hence, only one particle can cross any
given column after time 0, and therefore µ

(
T−n (a)

n ≤ x
)
−→
n→∞

0.

5 Conclusion

Even though we showed that the asymptotic distributions of entry times are known for some class of
cellular automata and a large class of measures, this covers only very specific dynamics. It is not known
how these results extend for more than 2 particles and/or other kind of particle interaction. In particular,
there is no obvious stochastic process characterizing the behaviour of such automata that would play the
role of Ma in our proofs.
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